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Abstract

We address the question of whether one can find

a worst-case example simulation model, on which

the Time Warp approach to parallel discrete event

simulation can arbitrarily outperform the Chandy-
Misra conservative methods - or vice versa.

Under our simplifying assumptions, we prove

that (1) there exists a p-process simulation model

on which Time Warp outperforms Chandy-Misra

by a factor of p, and that (2) no opposite example

exists; Chandy-Misra can only outperform Time

Warp by a constant factor.

1 Introduction

Two general methods are advocated for assuring

correct distributed simulation: the conservative

approach, commonly associated with Chandy and

Misra [1, 2, 3, 4, 5, 6, 7] and the optimistic or

"Time Warp" method, invented by Jefferson and

Sowizral [8, 9]. There have been several studies of

distributed simulation methods, some experimen-

tal and some analytical. Seethalakshmi's thesis

[10] reported some simulation studies of a Chandy-

Misra method. Reed and Fujimoto have conducted

experimental studies on conservative methods, as

well [11, 12]. Experimental studies of the Time

Warp approach have been carried out by Berry

[13], Jefferson et al [14], and Fujimoto [15]. Fairly
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N00014-85-C-0456 and N00014-85-K-0465, and by NSF Co-
operative Agreement DCR-8420948.
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narrowly focused analytical studies of Time Warp

have been reported by Lavenberg et al [16] and

Jefferson and Witkowski [17].

Little experimental or analytical work has di-

rectly compared the conservative and optimistic

approaches, with notable exceptions of some very

recent work by Lin and Lazowska [18] and by Bai-

ley and Snyder [19]. Lin and Lazowska prove that

Time Warp outperforms Chandy-Misra on feedfor-

ward networks and in most cases of feedback net-

works without lookahead. Bailey and Snyder give

an example which illustrates that, if the ratio of

simulation processes to processors is greater than

one, then either strategy can outperform the other,

depending on how event processing is scheduled.

It is our perception that the possible behaviors of

each of the distributed simulation approaches are

so complex that the number of assumptions nec-

essary to make a general analysis tractable may

also make it meaningless. Instead, we addressed

a narrower, worst-case question: Can one find an

example simulation on which Time Warp would ar-

bitrarily outperform Chandy-Misra, or vice versa?

By "arbitrarily outperform" we mean the follow-

ing: Simulation method A arbitrarily outperforms

simulation method B on a given, p-process simula-

tion if the method A simulator is proportional to

p times faster than the method B simulator.

We show an (artificial) example simulation for

which the Time Warp implementation arbitrarily

outperforms the Chandy-Misra implementation;

on the other hand, we prove that under our as-

sumptions, Chandy-Misra cannot arbitrarily out-

perform Time Warp.



2 Assumptions

First, we establish the context of these results by

stating the assumptions we made about the way

the Time Warp and Chandy-Misra simulation sys-

tems are implemented, and the multiprocessor on

which each is to execute.

• There is an arbitrary number of processors

available.

• We will only consider simulation processing

time in this analysis. We assume that sending

and receiving messages costs the processor no

compute time.

• It costs a processor a fixed amount of execu-

tion time te >_ 1 to compute a new event.

• Each Time Warp process saves state immedi-

ately following every event it computes.

• It costs a processor a fixed amount of execu-

tion time dr _> 1 to roll back a Time Warp

process.

• If a Time Warp process encounters two or

more messages in its input queue at the same

time, each of which would cause a rollback,

it processes the earliest-timestamped of these

first. Also, if a Time Warp process encounters

a message and its antimessage together in its

input queue, its costs the process no time to

cancel them. In other words, a Time Warp

process pays the rollback cost only for the

"tardiest" of the messages in its input queue

at a given time.

• We assume that a Chandy-Misra process in-

forms every process it can directly affect every

time it changes its local simulation clock, and

that it costs a Chandy-Misra process unit time

to update its simulation clock based on non-

event-related messages, such as null messages

[1, 31, appointments [201, etc.

• Newly arriving messages don't interrupt a pro-

cessor; it will finish the currently ongoing

event, rollback, or clock update operation be-

fore examining a message that arrives during

that operation.

• The cost of deciding that the simulation has

terminated is ignored.

3 The Comparison Results

In previous experimental studies of distributed

simulation, specific physical systems (pool balls

undergoing elastic collision seems to have been a

favorite) were Used as examples. In their analyti-

cal study [19], Bailey and Snyder focus upon dig-

ital circuits as the simulation "subjects." For this

work, in particular for the existence proof in Theo-

rem 1, we needed to specify artificial systems with

arbitrary event dependency characteristics. To this

end, we invented an algebraic construct we call the

"simulation model."

Details of the abstraction will be found in a com-

panion paper [21]; we will sketch here only what

is necessary to make sense of the example. Each

"physical process" [7] of the system being simu-

lated is represented by a particular kind of finite-
state machine that we call a timed state machine.

Each machine is in its distinguished starting state

when the simulation begins. An event occurs at

an instant in time when a machine changes state.

There are two types of such events. The first is

called a timeout event. If a state machine has been

in a particular state for a fixed maximum time as-

sociated with that state, it changes to a designated
next state at the end of that interval. The second

type of event is a caused event. A timeout event in

one machine can cause another machine to change

state at the same instant, to a state not necessarily

the same as the one it would have changed to as
its timeout event.

There is a relation between simulated events

sometimes used in discussions of distributed sim-

ulation. For convenience, we will treat it as a di-

rected graph. The event history is a graph in which

every node is an event computed by the simula-

tor. The edges between nodes represent a partial

ordering based on increasing simulation time and

the following rules:

1. If event ei caused event ej in another state

machine, there is an edge from el to ej.



2. If ej immediately succeeds ei in the same state

machine and ej is a timeout event, there is an

edge from e_ to ej.

Theorem 1: There exists a simulation model

consisting of p timed state machines for which a

Time Warp implementation on a p-node muttipro-

cessor outperforms a Chandy-Misra implementa-

tion on the same multiprocessor by a factor of p.

Proof: We prove by constructing such an exam-

ple simulation model. Intuitively, the simulation

model is one such that Time Warp can complete

almost all of the simulation in parallel by "guess-

ing right" while a Chandy-Misra implementation is

constrained to proceed no faster than a sequential

implementation. The example is shown in a pseu-

docode representation of the timed state machines

below.

Physical Process 1:

State 1START: at time 1_, flip a coin.

if heads, change to State 1A;

else change to State lB.

State 1A: stay in this state for 1 time unit,

then change to State 1D.

State 1n: stay in this state for 1 time unit,

then change to State lc

State lc: dead

State 1D: dead

Physical Process 2:

State 2START: change to State 2A at time 2

unless event 1B --* lc occurs in

Physical Process 1 earlier, in which case

change to state 2B.

State 2A: dead

State 2B: stay in this state for 1 time unit,

then change to State 2c

State 2c: dead

Physical Process 3:

State 3START: change to State 3A at time 3

unless event 2B -'+ 2C occurs in

Physical Process 2 earlier, in which case

change to state 3B.

State 3A: dead

State 3B: stay in this state for 1 time unit,

then change to State 3c

State 3c: dead

Physical Processes 4 through p: similar to

Physical Processes 2 and 3.

Consider the behavior of a Chandy-Misra im-

plementation of this simulation model. PP1 will
affect PP2 at time 1.5 if the coin flip comes out

heads but will never affect PP2 otherwise: Since

the timeout event of PP2's starting state is not

until time 2, PP2 can do nothing before PP1 in-

forms it that it is in a dead state. Similarly, PP3

must wait for PP2, and so on. The example is

constructed in such a way that techniques based

on lookahead [3, 22, 20] or conditional events [23]

will not speed up a Chandy-Misra implementation:

process i's next event time is earlier than process

i + l's timeout, so advance knowledge of this time

does not enable process i + 1 to proceed. Thus,

any Chandy-Misra implementation must proceed

sequentially on this simulation model.

In the Time Warp implementation, on the other

hand, each Time Warp process will immediately

execute the timeout event for the starting state of

the physical process it represents. If the coin flip

comes out heads, the Time Warp processes will

have all guessed correctly, and simultaneously com-

puted the correct event for their physical process.

This result is probably consistent with the intu-

ition of most readers, that it is possible for Time

Warp to '_¢in big" over a Chandy-Misra implemen-

tation if it is lucky enough to always guess correctly

whenever it is basing its computations on incom-

plete information. Of course, the existence-proof

nature of Theorem 1 sheds no light at all on the

likelihood of correct guesses in general.

The natural follow-up question to ask was

whether or not an opposite example existed,

on which a Chandy-Misra implementation would

achieve linear speedup and a Time Warp imple-

mentation would make progress no faster than a se-



quentiMimplementation.Theanswer turns out to

be that no such example exists; under our assump-

tions, Time Warp will never execute more slowly

than a constant times the Chandy-Misra execution
time. The intuition behind this result is that trail-

ing along behind every Time Warp simulation like

a shadow is another simulation that behaves very

much like a Chandy-Misra implementation, and

this "shadow" simulation cannot lag more than a

constant factor behind a real Chandy-Misra simu-

lation.

Definition: We say that a Time Warp process

casts an event when it computes the event for the

last time in a simulation run.

As it rolls back and then moves forward again,

it is possible for a Time Warp process to compute

the same event several times - but it will only cast

the event once. Note that we make no assumption

that the Time Warp process knows when it casts an

event - typically it does not find out that its earlier-

computed events are cast until the next time that

global virtual time [9] is computed - we simply

point out that the last computation of an event will

occur. Note also that every event that is east is a

valid event rather than the consequence of a wrong

guess (since we assume a correct implementation

of Time Warp) and that events are cast in strictly

increasing timestamp order within each process.

Definition: Invisible to each Time Warp pro-

cess we postulate the existence of a shadow clock

for that process, which always holds the simulation

clock time of the latest cast event.

Note that throughout a Time Warp simulation,

global virtual time is equal to the minimum across

all processes of the shadow clock values.

These hypothetical shadow clocks move strictly

forward in a manner quite similar to the real local

simulation time clocks in the Chandy-Misra pro-

cesses, although not necessarily at the same rate.

The following lemma establishes a bound on how

much more slowly the shadow clocks can advance

than the Chandy-Misra clocks, and illustrates the

similarity in behavior between the two.

Lemma: Suppose that at some point during a

Time Warp simulation, the following conditions
hold:

1. process TWi has its shadow clock at time t

_. the next event that TWI will cast will be at

simulation time t I > t

3. all other simulation processes that can directly

affect TWI (i.e., those that have output edges

going to TWI in the event dependency graph)

have their shadow clocks at times greater than
t t .

Then TWi will cast the next event after an

amount of processing time no greater than

dr + max{dr,re} + re.

Proof: The proof consists of three points:

1. TWI computes the correct event. This is so

because all the processes which can affect TWi

have their shadow clocks beyond t'. There-

fore they are correct up to points beyond t'.

Therefore TWi has all the correct information

it needs to compute the next valid event.

2. TWi will not only compute the next event, it

will cast it. This is for the same reason as

above: because the shadow clocks of all the

processes that can affect TWi are beyond t',

nothing can ever cause TWi to roll back to
a simulation time earlier than t'. Note that

this point depends on our assumption that ev-

ery Time Warp process saves state after every

event it computes.

3. The terms of the expression of maximum pro-

cessing cost are based on the following:

dr: the arrival of the last of the correct in-

formation from the processes that can affect

TWi may cause TW_ to roll back, if it had

been proceeding incorrectly based on incom-

plete information.

max{dr, t_}: this term is a consequence of the

assumption that newly arriving messages do

not interrupt a Time Warp process. Thus,

TWi may be performing a rollback or an event

computation at the time the last of the correct

information arrives, and it will complete this

action before checking the input queue.

t_: this is the time required to compute (cast)
the valid event.

4



Thislemmaillustratesthe sense in which a Time

Warp simulation, as it casts events and in so do-

ing advances simulation time on the imaginary

shadow clocks, mimics the behavior of a Chandy-

Misra simulation. The situation in which a Time

Warp process's input processes have their shadow

clocks ahead of the time of the next event it will

cast corresponds closely to the situation in which a

Chandy-Misra process is able to compute its next
event.

Furthermore, the lemma establishes an upper
bound on the time it takes shadow clock informa-

tion to propagate across processes and enable other

shadow clocks to advance: for any path through

the event dependency graph, it can take as long

as the expression in the lemma, multiplied by the

number of edges in the path.

Note that a lower bound on the rate at which

clock information propagates in a Chandy-Misra

simulation is simply the number of edges in the

path, since we assume that it takes a Chandy-

Misra process unit time to update its simulation

clock. These bounds on the difference between

the fastest rate of Chandy-Misra simulation clock

information propagation and the slowest possible

rate for Time Warp shadow clock information are

key to Theorem 2.

Theorem 2: If a Chandy-Misra implemen-

tation of a simulation model can compute an

event history graph of mazimum depth k in

processing time T, then a Time Warp imple-

mentation of the simulation model can cast the

same events in processing time no greater than

(dr + maz{dr,t,} + t,)T.

Proof is by induction on k.

k=l: Each of the events computed must be a

timeout event for the process that computes it.

This process must either be a source process or

a member of a cycle; if it were a chain process,

a history of depth greater than 1 would have to

be computed. If it is a source process, both Time

Warp and Chandy-Misra compute it in time t_. If

it is in a cycle, Time Warp casts the event in time

t_ while Chandy-Misra takes at least c + t_, where

c is the number of processes in the cycle.

assume for k < N and prove for k =

N + 1: Let the time the Chandy-Misra simula-

tion took to compute an event history of depth

N be T - te - A. By the induction hypothe-

sis, Time Warp cast the events in time no greater

than (dr+maz{dr,te}+t_)(T- t_ - A). The

Chandy-Misra simulator propagated the necessary

clock information in time A, and then computed

the final event or events in time t_. By the

lemma, Time Warp could propagate the corre-

sponding shadow clock information in time no

greater than (dr + rnaz{dr, t_} + te)A and cast the

final event(s) in time dr + maz{dr,t,} +re. Thus,

the total time for the Time Warp simulation would

be bounded above by (dr + maz{dr,te} + te)(T-

t_ + 1), which, since t_ > 1, is bounded above by

(dr + maz{dr,te} + te)T.

It is fairly easy to construct an example simu-

lation model for which the Chandy-Misra imple-

mentation outperforms Time Warp by the factor

given in the theorem. The example is intriguingly

similar to the one used in Theorem 1 - the event

dependency graph is again a chain - only this time,

Time Warp always guesses incorrectly, and must

roll back at every step while Chandy-Misra makes

progress.

4 Conclusions

Theorem 1 reinforces a common intuition about

Time Warp vs. Chandy-Misra: that Time Warp

can "win big" if it is lucky enough to consistently

guess right. Theorem 2 points out that, on the

other hand, Time Warp cannot lag arbitrarily far

behind Chandy-Misra, because within a constant

factor of the time a Chandy-Misra process receives

the information that enables it to make progress,

a Time Warp process will receive what amounts to

the same information, causing it to correct itself

and then make progress.

Of course, more general comparisons of the dis-

tributed simulation methods under more realistic

assumptions, especially with respect to message

tragic, would be more useful than these results.

We plan to use the simulation model construct as a

design basis for an experimental investigation into

how the computation and communication require-



ments imposed by the structure of the entity be-

ing simulated affect the performance of both ap-

proaches.
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